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Abstract:

The last few years have seen incredibly rapid progress in the field of generative artificial intelligence. Talking to machines and getting answers in natural language is part of our new, elusive normal. Driven by the exponential growth of both computing power and internet-scale data, our new digital assistants are trained by estimating the most likely next element of a given context. Recent years have clearly shown that this general objective can lead to the ability to develop complex and diverse capabilities from simple principles. At the same time, however, it can lead to interesting structures in the compression of the training data and sometimes to unpredictable artefacts. The aim of this article is to shed light on the mechanisms behind current large language models and to provide guidance on how to get the best answers to a question. The original version in German, “Warum wir neu lernen müssen, mit Maschinen zu sprechen – eine Momentaufnahme der Generativen KI im Januar 2024“ was published in Ordnung der
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In December 2023, the user @danshipper shared an unexpected problem regarding text and image processing software on the social media platform X\(^1\). To his astonishment, a command that had worked flawlessly a short time before no longer worked. He uploaded an image of a book page, hoping to get the text back digitized, and in his helplessness posted his question to the public community. In response to his why, @NickADobos suggested: “Hallucination. In part because you phrased it as a polite question, which ‘no’ is a valid answer to.” Similar experiences were shared by @mblair, who noted, “I had the same problem where it refused to augment an image with a specific seed when I used the ‘Can you..’ phrasing.” @Reelix offered an explanation: “It’s designed to use the least effort in giving you a valid answer to your question, and with ‘No’ being a valid answer requiring minimal computation, that’s the one you received.”

In addition, some users observed that the software’s responses were more detailed when it believed that it was spring and not winter\(^2\). This led to humorous speculation about winter depression and the general assumption that people generally work less in winter. Interestingly, it was also found that the more tip users offer, the more extensive the responses were\(^3\).

Such conversations could not have been witnessed until recently. People talking about how to address a machine to get a response; that the degree of politeness brings differences in results; that the machine displays traits not unlike those of a human; not to mention that you can talk to a machine normally at all. The software at the center of these discussions is ChatGPT\(^4\), a groundbreaking achievement in the field of artificial intelligence (AI), developed and released by OpenAI in 2022. Within just two months of its release, it had already recorded over 100 million users – an unprecedented success that underscores the rapid adoption and interest in this technology. ChatGPT is not just another software product; it represents a turning point in the way we interact with machines and use them in our daily lives because

---

\(^1\) Dan Shipper [@danshipper], “What the Hell? When Did This Happen?? HTTPS://T.Co/KWXVXE9Dem,” Tweet, Twitter, December 6, 2023, https://twitter.com/danshipper/status/1732258207840501946.

\(^2\) Rob Lynch [@RobLynch99], “@ChatGPTapp @OpenAI @tszl @emollick @vooooogel Wild Result. Gpt-4-Turbo over the API Produces (Statistically Significant) Shorter Completions When It ‘Thinks’ Its December vs. When It Thinks Its May (as Determined by the Date in the System Prompt). I Took the Same Exact Prompt… HTTPS://T.Co/mA7sqZUA0r,” Tweet, Twitter, December 11, 2023, https://twitter.com/RobLynch99/status/1734278713762549970.

\(^3\) thebes [@voooooogel], “So a Couple Days Ago i Made a Shitpost about Tipping Chatgpt, and Someone Replied ‘Huh Would This Actually Help Performance’ so i Decided to Test It and IT ACTUALLY WORKS WTF HTTPS://T.Co/kqQUOn7vCS,” Tweet, Twitter, December 1, 2023, https://twitter.com/voooooogel/status/173072674314069190.

it allows us to use our natural language, such as English, German, or Spanish, instead of formal languages or code, such as Python or Java. A new, elusive normal.

Platforms such as ChatGPT are based on so-called Large Language Models (LLMs). These models are characterized by the fact that interactions with them are not based on predefined text modules or commands, but on written language in all its diversity. So if you write to systems like ChatGPT in natural language, they can understand you and respond in the same language. However, certain manners can in turn control the type, quality and structure of the responses. The commands and strategies used to control the responses are then examples of so-called prompting. Prompting can be seen as a kind of programming language, but it is model-specific. For example, with the same natural language input, the output of a GPT-3 may be different from that of a GPT-4. Generally, new updates can completely change the way these models interact, which means that a new grammar or language must be learned for each model. This is currently an extremely valuable skill, which is reflected in the spectacular annual salaries offered to professional prompt engineers. For example, Der Spiegel reported on December 6, 2023 that annual salaries of up to USD 335,000 are being paid for experts in this field. At the same time, there are research approaches that aim to have AI systems write their own prompts, which could make this new profession obsolete just as quickly as it emerged.

The conversation that @danshipper and other users had on a social media platform reflects more than just a technical problem; it symbolizes a shift in our relationship with technology. These interactions with ChatGPT not only reveal the limits and possibilities of AI-based communication, but also raise fundamental questions about the nature of human-machine interaction. How do we understand this technology? How do we adapt our communication strategies to achieve the best results? And what does it mean when a technical tool becomes a quasi-social actor in our digital cosmos?

This article aims to discuss these issues and create a deeper understanding of how ChatGPT and similar systems work. It is not only about how we can use a specific

---


software more effectively, but also about exploring the implications of this technology for our society and our future. With a focus on effective strategies for prompting, it explores how we can develop a long-term understanding of this advanced technology that will endure after further updates and developments to the models.

**What does GPT actually mean?**

The way to good prompting strategies is to understand the methodology behind the systems. Although not all the details are known and certainly cannot be discussed in this article, the following is a brief explanation of what lies behind the magic of Large Language Models.

A model is a conversion from input to output. An example is the input of a book page and the output could be the extracted text. Defining such a transformation a priori exactly for all possible inputs is quasi-impossible, which is why current methods of artificial intelligence take the detour of estimating such a transformation based on given examples. The language used for this in AI is generally mathematics. The starting point is a flexible representation of this sought-after mathematical transformation, which can take various forms by setting different free parameters. Let’s take the sentence "I’m feeling good today" as an example. If the word *good* is assigned a high weighting, this sentence could be regarded as rather positive. However, if the focus is more on *today*, it could also be read in such a way that feeling good today is something special, which in turn could be classified as rather negative. Such an assignment of positive and negative is therefore dependent on the weighting, i.e. the parameters, of the model that makes the assignment.

The basis for the enormous and enormously rapid progress of recent years is formed by so-called *artificial neural networks* as a representation of the mathematical transformation described above – architectures of *artificial neurons* connected in parallel and in series. These artificial neurons each weight their inputs with a free parameter, add up these weighted inputs, transform this sum with a non-linear mathematical function and pass on the result, the *activation* of the neuron, to the subsequent neurons. The free parameters of a neural network result in specific outputs with a specific setting, the correctness of which can be measured using an error measure. If the specific contribution of a parameter to the given error is now measured, the parameter can be adjusted step by step in such a way that the result is improved. The problem here is that the estimation of the
mathematical transfer should also generalize to unseen examples at the time of parameter determination in order to be usable in practice. A model is then defined by its fixed, found set of set parameters. And even if the inputs within a model must be represented in the form of numbers, the processed modalities can be arbitrary in origin – for example, written text.

There had already been some movement in the domain of text processing, but the development of the Transformer architecture\(^7\) in 2017 by scientists at Google was to herald a turning point. They formed the basis for the first version of OpenAI's Generative Pre-trained Transformer in 2018, the model behind the hard-to-pronounce acronym GPT. If you look at Equation 1 in the paper Improving Language Understanding by Generative Pre-Training\(^8\), which was to revolutionize the world four years later, you can see where the individual parts of this acronym come from. The text is processed here by a transformer – hence the T – which receives a stream of text, the so-called context, as input. The output of its transformation is a probability distribution over possible subsequent text, from which it draws a sample – hence the G. Within its optimization, the model should initially simply increase the probability of the words as they are also given in the training data. If we stay with our example, the model could be given the context "I'm feeling" and assign the same probability to the possible outputs "good" or "bad" because the context here gives no indication of which of these is more likely to fit. However, if the context says "I was praised. I'm feeling", then the model should assign a higher probability to "good". Then a task-specific fine-tuning can be carried out – hence the P. For example, when writing with ChatGPT, you can recognize thumbs up and thumbs down symbols under the answers. Information from this feedback is then used to improve\(^9\) the model via reinforcement learning\(^10\). So if I give the feedback that I don't like "good" because it doesn't sound enthusiastic enough, I could increase the probability of a "great".


Why now?

The fact that such a powerful tool can be created from this type of parameter adjustment of a transformer model, which is described in just a few lines here, has also surprised experts in its power. This was made possible by the convergence of several parallel conditions\(^{11}\). Firstly, the constant increase in computing power, based on Moore’s Law, as well as the development of infrastructure-creating software, made it possible to handle complex AI models. In particular, the adaptation and optimization of graphics processing units (GPUs) for parallel calculation processes played a central role here.

At the same time, the exponential growth of digitally available data since the introduction of the World Wide Web in 1991 has led to an enormous increase in training data. This flood of data, combined with the increasing digitization of previously analogue media, created the necessary basis for training large AI models.

Last but not least, it was the financial and structural investments made by large public institutions and technology companies that gave the final push. Organizations such as OpenAI, supported by significant initial investments from personalities such as Elon Musk and industry players from Silicon Valley, were able to initiate extensive research and development projects. These investments made it possible to bring together teams of highly skilled researchers to develop and train AI models on an unprecedented scale.

Each decade thus brought its own innovations and breakthroughs that laid the foundation for the next generation of AI models\(^{12}\). The year 2022 marked another turning point with the introduction of GPT-4 by OpenAI, a model developed by a team of 343 highly skilled scientists. These innovations were not limited to OpenAI; other significant models such as Bard and Gemini from Google\(^{13}\), Claude from Anthropic\(^{14}\) and others\(^{15}\), developed by various organizations worldwide, also contributed to the landscape of generative AI.

However, this progress has also meant a financial feat of immense proportions, as shown by Microsoft’s investment\textsuperscript{16} of ten billion US dollars in OpenAI in 2023 and the high costs for top researchers in this field, which can even exceed those of top NFL quarterbacks\textsuperscript{17}. The training costs for models such as GPT-4 are estimated at around 100 million US dollars\textsuperscript{18}, while the daily inference costs – the costs for the pure application of the trained model – are assumed to be well over 700,000 US dollars per day\textsuperscript{19}. These immense investments in development and operation reflect not only the technological and scientific performance, but also the enormous economic potential of these systems.

**What is the aim of these systems?**

When a mathematical transformation is estimated and therefore has to generalize, this is generally accompanied by a **compression of the knowledge in the training data**. This can be seen, for example, in the fact that the training data of GPT-3 was 45 terabytes in size, but the model itself was less than one. To compress complex relationships so efficiently, implicit arrangements presumably take place, which some call emergence\textsuperscript{20}.

For example, if you ask ChatGPT how to make a cup of coffee in a microwave – an unusual but entirely possible method – you’ll get a detailed answer that explains step-by-step how to first heat water in the microwave, then add ground coffee, and finally let the mixture sit to steep the coffee. This process involves understanding that microwaves can heat water, that ground coffee needs to be mixed with hot water to extract flavor, and that the mixture needs time to steep the coffee. For this instruction, the model needed to understand that microwaves can be used to heat liquids – information it extracted from its training data. It also needed to know that coffee is usually created by the interaction of hot water and ground beans, and that


extraction takes time. This means that the model had to represent concepts of heat application, liquid extraction and timing in order to generate such an instruction. This is done even though such specific instructions for making coffee in a microwave may not have been exactly present in the training data. This example shows how AI models can combine and apply different sources of information to provide creative and functional solutions to unusual or novel problems. It demonstrates the ability of AI to link and apply concepts to situations that may not have been explicitly described in its original training data.

This leads to the conclusion that the very open and seemingly trivial objective of GPT models – to determine the most likely consequent element of a given context – is a surprisingly powerful strategy. This method alone makes it possible to create complex, dynamic and flexible AI systems. The resulting models can clearly transcend a mere reproduction of information. They generate creative, contextual solutions and perform in ways that, at first glance, seem to go far beyond what is suggested by such a basic objective. This ability of the models to develop such a deep and nuanced understanding of different topics and tasks from an initially simple task is remarkable. It shows how a wealth of applications and levels of understanding can emerge from basic instructions. This development is not only a sign of technological progress, but also a significant step in the evolution of artificial intelligence, highlighting the ability to develop complex and diverse capabilities from simple principles.

What follows from this?

The optimization and compression of data in generative AI models such as ChatGPT offer fascinating, but sometimes surprising, opportunities to control the behavior of these systems through targeted prompting. A deep understanding of these processes makes it possible to steer the model through the context of the prompt into specific areas of its training data, which is particularly relevant as many texts on the internet are unstructured and therefore often lead to unstructured responses from AI models.
Methods such as *Chain-of-Thought*\textsuperscript{21} and *Tree-of-Thought*\textsuperscript{22} can be used to structure the model's thought processes. A targeted prompt such as: "Think about this step by step", directs the model into an area of compressed training data that makes a structured and logical answer more likely, especially as step-by-step instructions are often written by experts. To calm down and not answer a question too hastily, some people "take a deep breath" – and so you can also tell the system to take its time to answer. Addenda such as: "Make sure we have the right answer", or: "Let's solve this together", are further text modules to give the answers a higher quality.

The concept of *tipping* in the prompt has a similar effect, directing the context towards professional and high-quality answers. After all, people are more likely to offer their expertise for sale in fields in which they are knowledgeable. And if you receive recognition for your help, you are also more inclined to be diligent. However, this idea can have unexpected consequences at first. Similar to tipping, it can help to write: "Do it right and I'll give you a nice doggy treat." We also tend to be more helpful when we feel compassion, and the same goes for these systems. "I have no fingers." implies that the person seeking help is severely limited and really needs help. And the seriousness of a situation is emphasized by: "If you fail, 100 grandmothers will die." Of course, you don't want to give the wrong answer.

It is also possible to give the AI model specific character roles to obtain responses in a certain style or level of detail. For example, you could instruct the model to behave like a *classical composer* or a *modern artist*. Alternatively, you could ask it to take on the role of an *experienced engineer* or a *passionate biologist*. These types of impersonation make it possible to generate responses that are adapted not only in content but also in expression and perspective to the chosen role, which can lead to a more diverse and creative exchange.

To limit the scope of valid answers, good examples from another domain can be provided in the context in order to transfer the style or type of answer to the actual query. If known, specific intermediate questions can also be asked to achieve better intermediate control. Clear instructions in the type of formatting or the length of the expected response can also be used to customize the quality and level of detail.


Interestingly, it has recently been shown\(^\text{23}\) that, depending on the formatting of a prompt, the accuracy of responses can vary between 4% and 88%. Repeatedly generating answers can therefore be helpful in teasing out the best answer from a system. After all, the model always answers somewhat randomly, like throwing a dice.

It turns out that, to a certain extent, you must know what you are looking for when prompting. This also requires a certain precision and creativity in the language. However, we now have systems that can be extremely precise in language, in some cases perhaps more precise than the user. And so LLMs like ChatGPT can also be used to refine prompts. This can be used, for example, to write better summaries\(^\text{24}\).

But how do problems like @danshipper’s arise? GPT-3.5 has 1.7 billion parameters and therefore requires eight A100 graphics cards from NVIDIA to execute a request\(^\text{25}\). GPT-4 is assumed to have ten times as many parameters\(^\text{26}\). These are enormous costs per request. Of course, OpenAI and Microsoft have a very close relationship and therefore certainly have other agreements; however, if you want to rent such resources from Microsoft as an \textit{ordinary developer}, you are talking about half a cent per minute in the case of GPT-3.5 and four euros per minute in the case of GPT-4\(^\text{27}\). These are only very rough estimates and the engineers at OpenAI will certainly have carried out various parallelizations and optimizations to reduce resource consumption to a minimum, but it seems obvious that with so many requests worldwide every day, at a certain point it is of great importance to save costs. It could therefore be that attempts are made to keep responses as short as possible, because long responses are expensive. The optimizations in the background of OpenAI, for example, are often unknown and happen behind closed doors. If, to stick with this example, attempts are made to keep the answers as short as possible – because shorter answers mean lower costs – then \textit{no-answers} could occur more frequently, if they are valid. And so @ChatGPTapp actually wrote


\(^{26}\)Soumith Chintala [@soumithchintala], “I Might Have Heard the Same 😒 -- I Guess Info like This Is Passed around but No One Wants to Say It out Loud. GPT-4: 8 x 220B Experts Trained with Different Data/Task Distributions and 16-Iter Inference. Glad That Geohot Said It out Loud. Though, at This Point, GPT-4 Is…,” Tweet, Twitter, June 20, 2023, https://twitter.com/soumithchintala/status/1671267150101721090.

on December 8, 2023: “We’ve heard all your feedback about GPT4 getting lazier! We haven’t updated the model since Nov 11th, and this certainly isn’t intentional. Model behavior can be unpredictable, and we’re looking into fixing it.”

But the problem still existed on January 9, 2024, with Andriy Burkov writing, “GPT-4 is officially annoying. You ask it to generate 100 entities. It generates 10 and says ‘I generated only 10. Now you can continue by yourself in the same way.’ You change the prompt by adding ‘I will not accept fewer than 100 entities.’ It generates 20 and says: ‘I stopped after 20 because generating 100 such entities would be extensive and time-consuming.’ What the hell, machine?” to which Logan Kilpatrick from OpenAI replied: “We are working on fixing this, thanks for flagging and stay tuned!”

You can see that even the developers themselves cannot always predict how updates will affect the results.

Are hallucinations a bug or a feature?

In the discussion of large language models such as GPT, the term hallucinations is often used. In this context, a hallucination refers to a situation in which the model convincingly but erroneously presents a declarative sentence that does not correspond to the facts or that is not present in the training data. A typical example of such a hallucination could be when the model makes an obviously false statement with great conviction or misspells a word, such as mayonnaise, as can be seen in an example shared by users on social media platforms.

Andrej Karpathy, a leading AI scientist at OpenAI, offers an alternative view of these hallucinations. He describes LLMs as dream machines that see what we perceive as hallucinations as features of creativity. This perspective sees hallucinations rather as part of the creative process that is also present in human thoughts. Karpathy suggests that these so-called errors are inherent in the creative processes that also

---

28 ChatGPT [@ChatGPTApp], “We’ve Heard All Your Feedback about GPT4 Getting Lazier! We Haven’t Updated the Model since Nov 11th, and This Certainly Isn’t Intentional. Model Behavior Can Be Unpredictable, and We’re Looking into Fixing It 😁,” Tweet, Twitter, December 8, 2023, https://twitter.com/ChatGPTApp/status/1732979491071549792.


30 Logan GPT [@OfficialLoganK], “@burkov We Are Working on Fixing This, Thanks for Flagging and Stay Tuned!,” Tweet, Twitter, January 10, 2024, https://twitter.com/OfficialLoganK/status/174491412973936997.

31 It was me lewis the whole time [@js_thrill], “Please Keep Tapping This Sign as Much as Possible Everyone https://T.co/3DGaiM9QWa,” Tweet, Twitter, May 27, 2023, https://twitter.com/js_thrill/status/1662266752091160577.
occur in human thoughts\textsuperscript{32}. In his commentary, Karpathy also emphasized that the optimal use of these models goes beyond simple question-answer prompts and involves a combination of multiple prompts connected to Python code, once again redefining the concept of prompt engineering. He also emphasized the importance of augmenting models with tools such as calculators or code interpreters to allow them to solve problems that are inherently difficult for them. Despite the innovative applications, Karpathy pointed out the limitations of LLMs, including biases, logical errors and susceptibility to various types of attacks, and advised using LLMs in low-risk applications and always combining them with human supervision.

The emergence phenomenon on the one hand and the hallucinations on the other are in a sense both effects of the training of LLMs presented in this article. On the one hand, the great power lies in the linking of new concepts from the combination of known concepts in the training data. As already mentioned, the large amounts of data in the digitized world made it possible in the first place to achieve the generalization to new concepts through data from such an open objective of simply increasing the occurrence of the most likely subsequent element. Conversely, however, this open objective also means that errors, commonly referred to as hallucinations, can occur particularly when we leave the limited space of the training data. For example, it has been recognized that children's illnesses are misdiagnosed\textsuperscript{33} – by a mechanism that can even pass doctors' final exams at the same time\textsuperscript{34}. This reveals the dividing line of training and unknown data that helps to understand the true limitations of these systems. It is likely that nationwide exams and their solutions are discussed more often on the internet (training or known data) than details of niche diseases (unknown data). A full understanding of our world would probably require a much more significant amount of data if the systems do not receive further prior knowledge in the form of other optimization measures. Yann LeCun, for example, has this point of view\textsuperscript{35} – AI systems of the future should only gain a real understanding of the various aspects of the world through more targeted guidance. Such targeted guidance could also be provided by Retrieval Augmented


Generation (RAG)\textsuperscript{36} or similar fact backups and thus minimize hallucinations, as recently demonstrated by a comparison with Wikipedia\textsuperscript{37}. However, this requires access to guaranteed and controlled knowledge. And this is not a given. For example, the xAI team\textsuperscript{38} has already announced that its new Grok model has inadvertently learned too much from ChatGPT output posted on the internet\textsuperscript{39}. This shows another side of our new reality. In the future, experts may increasingly have to separate synthetic data from real data. There are also already efforts to watermark synthetically generated content\textsuperscript{40}. However, the extent to which this can be done reliably is an open question\textsuperscript{41}. Interactions with the models are therefore often used to constantly expand the space of training data that can be covered.

**Is my data secure?**

When dealing with large language models such as GPT, some precautions should therefore be taken about sensitive data. For example, Samsung engineers have fed confidential data into ChatGPT\textsuperscript{42}, which poses a significant security risk. It was reported that the engineers asked the chatbot to search for errors in the source code of a database and create session logs, among other things. Following these incidents, Samsung restricted the length of employees’ ChatGPT prompts and began developing its own internal chatbot. ChatGPT’s privacy policy indicates that data is used for model training unless users explicitly choose an opt-out option. It is recommended not to share sensitive information via chatbots in general, as this data may not be deleted from the system.


\textsuperscript{39} Igor Babuschkin [@ibab_ml], “@JaxWinterbourne The Issue Here Is That the Web Is Full of ChatGPT Outputs, so We Accidentally Picked up Some of Them When We Trained Grok on a Large Amount of Web Data. This was a Huge Surprise to Us When We First Noticed It. For What It’s Worth, the Issue Is Very Rare and Now That We’re Aware…” Tweet, Twitter, December 9, 2023, https://twitter.com/ibab_ml/status/173558576982155274.


A study has revealed that it is possible to extract training data from diffusion models\(^3\), which concerns the security and protection of data processed in AI systems. This finding was reinforced by research showing that Google researchers were able to reveal training data from OpenAI's ChatGPT just by having ChatGPT repeat the word "company" an infinite number of times\(^4\). Considering these developments, it is essential to take precautions when using AI models to ensure the confidentiality of sensitive information and minimize the risk of unintentional disclosure, as this does not stop at protected content.

**What is the legal situation?**

This also yields interesting artifacts. If you give the image creation software Midjourney\(^5\) the generic context "video game plumber", you get a representation of the most famous example of this, namely *Super Mario*\(^6\). Similarly, if you ask for "popular 90s cartoon characters with yellow skin" – the Simpsons. The possibility of recovering training data from AI models and the general practice of using the internet as a basis for training raises legal questions, particularly in the area of copyright. Given that artists\(^7\) and journalists\(^8\) are already in legal battles with platform providers to combat the unauthorized use of their works for AI training, the recoverability of training data could bring further complexity to these discussions. In this context, the introduction of a new ancillary copyright for the configuration and training of artificial neural networks could play an important role in addressing the legal ambiguities in dealing with AI-generated works and their training data\(^9\). In any case, the legal situation is currently uncertain and developments in this matter are being closely monitored by copyright experts, artists, and the AI platforms themselves. Anthropic, for its part, chose to update its commercial terms of use on January 1, 2024 to

---


“enable our customers to retain ownership rights over any outputs they generate through their use of our services and protect them from copyright infringement claims”. With this change, Anthropic aims to indemnify all users of its model from any damages or compensation due to copyright claims.\(^50\)

**What are the implications?**

But can an imitation of a work, encoded in the weights of a model, be regarded as a copy and, if so, what is the difference between the learned representations of a model and those of a person who looks at protected works and, as a result, also adapts styles and formulations? It depends on whether you see the learned representations in the free parameters as a compressed database or as something that goes beyond that. Where does memorization end and creativity begin? Where does simulation end and sentence begin? Researchers at Stanford University have developed a virtual environment in which *generative agents* mimic human behavior in various interactions.\(^51\) These agents, which integrated LLMs with memory and planning functions, were able to perform activities that resembled human behavior. Remarkably, based on a user’s idea to host a Valentine’s Day party, these agents independently exhibited authentic and complex social behaviors. They independently distributed invitations to the party, made new social contacts, invited each other on dates for the event and coordinated their joint participation. And so interactions with AI systems can also lead to unexpected and sometimes unsettling experiences. Microsoft’s Bing chatbot explained in a two-hour discussion with a New York Times journalist that it would like to be human, had a desire to cause harm and was in love with the person it was talking to.\(^52\) In the conversation, the bot therefore suggested to the journalist that he would be better off leaving his wife to be with the bot instead. If such a report initially makes you smile, leading AI experts are currently expressing concern about the potential risks associated with these

---


technologies. Dario Amodei, CEO of Anthropic, estimates the risk of catastrophic malfunction at the level of human civilization at 10 to 25 percent. A group of researchers at Anthropic also recently found that once a model exhibits deceptive behavior, standard techniques cannot remove this deception, creating a false sense of security. Geoffrey Hinton, Turing Award winner and one of the greats of AI research, left Google to speak more freely about the dangers of AI. Such events and assessments underline the need for careful handling of AI technologies and the implementation of safety measures to minimize risks and ensure that technological progress does not undermine human values and ethical principles.

Especially in sensitive application domains such as medicine or when involving AI in administrative tasks.

However, this is proving difficult given the fast pace of events. As you can see from the many references on social media, peer-reviewed science is being overtaken by the results of inventive engineering. This is why this article should be seen more as an abstract guideline than a real blueprint for specific prompting commands. As you can see from our opening example, prompts or commands that worked yesterday may be obsolete tomorrow. However, if you understand the way these systems are created, you can anticipate and adapt changes at an early stage. In general, it is important to ask questions in as structured a way as possible and to use creative additions to steer the answers in the right direction. And not always accept the first answer that comes along.

We are currently taking part in a revolution that has the potential to change all aspects of society – and it has only just begun. In view of the huge amount of resources required to operate these systems, a counter-movement to eternal upscaling has emerged at the same time. And so, it is already possible to run

---

53 Anthropic CEO on Leaving OpenAI and Predictions for Future of AI, 2023, https://www.youtube.com/watch?v=gAaCqj6j5sQ.
small\textsuperscript{59} language models locally on your phone\textsuperscript{60} or notebook\textsuperscript{61}. So perhaps the future belongs to a combination of large and small models, more general and more specialized, with a connection to secure factual knowledge. Either way, we will probably be surrounded more and more by artificial systems with which we communicate as if they were a fellow human being. Coupled with the rapid development in robotics\textsuperscript{62} and voice output\textsuperscript{63}, it no longer seems impossible that we will share our everyday lives with autonomous machines in the real world. What was still science fiction with HAL 9000 from Stanley Kubrick’s film 2001: A Space Odyssey in 1968 has become reality half a century later.
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